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Software Defined Networking 

ÅA new term for defining the evolution of IP networks 

ÅA paradigm for converging networking and cloud 
computing  

ÅVirtualization of networks and the ability to provide 
ñXò-as-a-Service  (XaaS). 

Å Open Network Foundation (ONF) Definition: 
In the SDN architecture, the control and data planes are 

decoupled, network intelligence and state are logically 
centralized, and the underlying network infrastructure is 
abstracted from the applications. 



SDN Architecture 



Key SDN Challenges 

ÅPerformance vs Flexibility 
ÅNetwork nodes ñwithout control planeò must provide effective configuration of the data-

plane without compromising performance and latency (more than a bare-metal switch) 

ÅRequirements vary based on network architecture and device location 

ÅScalability 
ÅSDN controllers must meet the scalability challenges of vast heterogeneous networks 

in a multi-tenant environment, while providing a global network view 

ÅInfrastructure needs to scale from 10 to 100Gbps 

ÅSecurity 
ÅSecurity must be an integral part of the SDN architecture rather than an add-on  

ÅNetworks will be exposed to new types of network intrusion, hijacking and DDoS 
attacks  

ÅInteroperability 
ÅThe transition to SDN requires the coexistence and interoperability of both networks 

for a very long time, with challenges in management, control and migration towards 
SDN  

Source: Sezer et al. IEEE Communications Magazine, July 2013 



Performance and Technological Challenges 

ÅSDN data-plane must facilitate complex packet and flow 
processing capability, programmable via OpenFlow. 
Ý Complex flow lookup, highly threaded packet processing, application 

specific flow processing, and effective resources management. 

ÅService and application oriented nature of SDN requires 
intelligence at the network edge and advanced network 
interface. 
Ý Integration of SDN edge within the data-center fabric with the capability to 

extend application into the network. 

Ý Network and switch virtualization and intelligent L2-L7 data-path decisions 

Ý SDN security, NGFW and high-throughput low-latency tunneling of flows 

SDN requires uniquely architected silicon solutions 
Ý Highly-threaded heterogeneous processor architectures 

Ý Memory and I/O centric SoC optimized for flow and session processing 

Ý Deterministic on-chip interconnect eliminating coherency and data 
duplication   

 



Flow Processor Roadmap 
First silicon Q4 2013 

Intel IXP 28xx + 

FPGA 

Netronome NFP-

32xx 

Netronome NFP-

6xxx 

ÅIntel 130nm 

Å10 Gbps Flow Processor 

Å16 microengine cores 

Å120/30 Gbps memory 
hierarchy bandwidth 

Å1.4GHz  

ÅTSMC 65nm 

Å40 Gbps Flow Processor 

Å40 microengine cores 

Å180/220 Gbps memory 
hierarchy bandwidth 

Å1.4GHz  

Å 325M Transistors 

ÅIntel 22nm 

Å200 Gbps Flow Processor 

Å120 flow processing cores (FPC) 

Å96 packet processor cores (PPC) 

Å400/7400 Gbps memory 
hierarchy bandwidth 

Å1.2GHz 

Å>3B transistors 

 

 



NFP-6xxx Detailed Block Diagram 
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Technology - Intel 22nm SOC 

ÅIntel's 3-D Tri-Gate transistor 
manufactured at 22nm 
Å37% performance increase at low 
voltage (0.7V) 

Å50% power reduction at constant 
performance (versus 32nm) 

ÅLow leakage (SOC process) 

Å>3B transistors, 1.2GHz 

Å35W-70W, 200mW/Gbps, 
300nW/pkt 

ÅStandard methodology optimized 
for multi-vendor tool-chain 



Innovative Heterogeneous Island Architecture 

ÅIdentical overlay mesh for all islands spreads traffic 

ÅRegular bus structures, JTAG, scan, power, clocks... 

ÅMany varieties of island contents, reused as GDSII 

ÅRequires latency-tolerant processing architecture 

Works optimally with memory-centric 
 distributed processing 

Perfect for heterogeneous flow processing 

ÅSingle storage location 
for any one piece of data 

ÅNo coherence traffic 

ÅNo data replication 


